
Visual recognition: from pixels to
machines that see, reason and act

Josef Šivic



The research domain: computer vision

… extracting information from images
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What human brain sees What computer sees:

array of pixel intensities



Towards collective visual memory

Record over time visual experiences of many people at different 
places into an emerging collective visual memory

Internet videos 10,000+ TV channels

2M+ surveillance cameras Car cameras Personal cameras

Historical imagery
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Archives of visual information

Cameras around us



Motivation

“How to” instructional videos

Learn from people to sequences of manipulation actions to achieve a certain task

Potential impact: machines that learn from collective visual memory for robotics

IMPACT

Figure 1: Top: Machine perception for interaction. Left: People easily learn how to change a flat tire of a
car by observing other people doing the same task, for example, by watching a narrated instruction video [2].
IMPACT will make a step towards machines with a similar level of cognitive visual intelligence. Middle:
The testbed for dual-arm manipulation research at CIIRC. Right: the sequence of manipulation steps to fold
a t-shirt [112]. Currently, the manipulation steps are provided manually, not learnt. Bottom: Harvesting and
analyzing events in the net of visual data. Left: Analyzing visual data from entire city for safer driving. Middle:
Finding patterns in crowded scenes for accident prevention; a video of a demonstration, courtesy of French
national video archive, INA. Right: Quantitative geo-spatial analysis reveals a geographical pattern of locations
(red dots) of a harvested architectural element (balcony with a cast iron railing) [29].

High-impact applications. Breakthrough progress on these problems will have profound implica-
tions on our everyday lives as well as science and commerce, with smart assistive robots that automat-
ically learn new skills from the Internet, safer cars that anticipate behavior of pedestrians on streets, or
intelligent glasses that help people react in unexpected situations.

State of the art. Most work in visual recognition has been focused on naming and localizing a set
of predefined categories (e.g. car, bicycle or kitchen) in static images. Convolutional neural networks
have emerged as a powerful image representation for recognition, however, currently the working mod-
els are limited to static images and are trained in a fully supervised manner, which requires accurate
and time-consuming manual annotation of large amounts of training data. Recent efforts towards rec-
ognizing visual properties (color, material, scene geometry) and object parts are also limited to static
images and specific domains such as faces or birds. In video, the goal has typically been to name or
temporally localize a set of predefined human activities (such as “walking” or “jumping”), often in
constrained settings sports or surveillance. Object trackers can follow the motion of multiple objects
or people, often using variants of the Kalman filter or hidden Markov models, but the focus has been
mainly on short-term data association to the next frame. All activities happen in 3D world, and there-
fore it is crucial to faithfully perceive and model 3D geometry and motion. Perception and modelling
of 3D geometry is already possible on a relatively large scale but only for textured static scenes from
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What if we could automatically learn from this visual data?



Motivation

Potential impact: machines that learn from collective visual memory for robotics

To operate in dangerous environments
[Darpa robot challenge 2015]

To assist people
[Microsoft HoloLens 2015]

Machines that autonomously learn to perceive, reason and act.

What if we could automatically learn from this visual data?



Motivation

Learn to localize and navigate in changing conditions.

What if we could automatically learn from this visual data?

[Sattler et al., CVPR 2018]
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(a) (b)
Figure E. Failure cases. Our InLoc approach fails to localize
these examples due to many moving objects, e.g. people (a) or
chairs (b), and highly dynamic scenes, e.g. opened/closed shutters
(a) or pictures on the wall/removed (b). From top to bottom: query
image and the reference database image.
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[Taira et al., CVPR 2018]



Motivation

9

1830 1852 1900

Evolution of a particular place over time

Potential impact: New ways to access archives for archeology, history, or architecture, …

What if we could automatically learn from this visual data?



Motivation
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“riding bicycle”

“crossing street”

Extract statistics of human behaviors across a city over time

“bicycle accident”

Potential impact: new ways to optimize road safety, urban planning or commerce in cities 

What if we could automatically learn from this visual data?



1. Learning vocabulary of patterns from data

2. Generalization to new conditions and situations

3.  Reasoning about visual data

Scientific questions

18



Problem: Hard to design visual representation by hand

What is the right visual vocabulary?

19
How to define the appearance of a chair?

Difficulties: within-class variations



Supervised machine learning

Image classifier

Training procedure

!( ) = -1!( ) = +1

Training data

Difficulties: within-class variations
Positive examples (chairs) Negative examples (other objects)

Change parameters of              
to minimize # of errors on 
training data. 

!

Mark I Perceptron [Rosenblatt’57] 



Supervised machine learning

Training data

Training procedure

Positive examples  yi = 1

min! '
"#$

%
ℓ )" , ! +"

{+" , )"}

Error on one example

Error (loss) on the all training data

Difficulties: within-class variations
Negative examples  yi = -1

Images Labels (+-1)

+ Ω !

Regularization

Image classifier!( ) = -1!( ) = +1



Supervised machine learning: in practice

Millions of annotated
training examples
[from the Internet]

Classifier with 
millions of parameters

Powerful training 
hardware

Days to weeks of training



Problem: annotation is expensive and can introduce biases

Limitation I: Can we annotate the entire visual world?

Currently: tedious manual annotation
Annotation is often ambiguous:

Table? / Dining Table? / Desk? / Bench?



Problem: the “visual vocabulary” is large, a priori unknown 
and task dependent

Limitation II: What is the right granularity of visual 
representation?

24

What is the set of manipulation actions
that can be done with a particular tool?

What is the set of human behaviors that 

correlate with pedestrian accidents?

IMPACT

Figure 1: Top: Machine perception for interaction. Left: People easily learn how to change a flat tire of a
car by observing other people doing the same task, for example, by watching a narrated instruction video [2].
IMPACT will make a step towards machines with a similar level of cognitive visual intelligence. Middle:
The testbed for dual-arm manipulation research at CIIRC. Right: the sequence of manipulation steps to fold
a t-shirt [112]. Currently, the manipulation steps are provided manually, not learnt. Bottom: Harvesting and
analyzing events in the net of visual data. Left: Analyzing visual data from entire city for safer driving. Middle:
Finding patterns in crowded scenes for accident prevention; a video of a demonstration, courtesy of French
national video archive, INA. Right: Quantitative geo-spatial analysis reveals a geographical pattern of locations
(red dots) of a harvested architectural element (balcony with a cast iron railing) [29].

High-impact applications. Breakthrough progress on these problems will have profound implica-
tions on our everyday lives as well as science and commerce, with smart assistive robots that automat-
ically learn new skills from the Internet, safer cars that anticipate behavior of pedestrians on streets, or
intelligent glasses that help people react in unexpected situations.

State of the art. Most work in visual recognition has been focused on naming and localizing a set
of predefined categories (e.g. car, bicycle or kitchen) in static images. Convolutional neural networks
have emerged as a powerful image representation for recognition, however, currently the working mod-
els are limited to static images and are trained in a fully supervised manner, which requires accurate
and time-consuming manual annotation of large amounts of training data. Recent efforts towards rec-
ognizing visual properties (color, material, scene geometry) and object parts are also limited to static
images and specific domains such as faces or birds. In video, the goal has typically been to name or
temporally localize a set of predefined human activities (such as “walking” or “jumping”), often in
constrained settings sports or surveillance. Object trackers can follow the motion of multiple objects
or people, often using variants of the Kalman filter or hidden Markov models, but the focus has been
mainly on short-term data association to the next frame. All activities happen in 3D world, and there-
fore it is crucial to faithfully perceive and model 3D geometry and motion. Perception and modelling
of 3D geometry is already possible on a relatively large scale but only for textured static scenes from
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Solution: learn without human supervision
[Self-supervised learning]

Unsupervised learning

Weakly-supervised learning
Learn from available meta-data : 
e.g. video + text, speech, audio, …

Learning by interaction with 
environment 
(reinforcement learning)

Difficulties: within-class variationsDifficulties: within-class variationsDifficulties: within-class variations

Difficulties: within-class variations



[Alyarac et al., CVPR 2016]

Examples of meta-data: narrated instructional videos



Learn “vocabulary” of visual patterns from data

min f , z (zi, f (xi ))i=1

N
∑ + Ω( f )

s.t. Az = y

Discriminative loss on data Regularization

Weakly supervised machine learning:
Given a set of inputs     and supervisory meta-data
learn vocabulary by solving

xi yi
ẑi = f (xi )

, i =1,…,N

Supervision from available meta-data

[Bach and Harchaoui’08, Xu et al.’04]

35

Scientific challenges:
• What is the appropriate form of constraints to incorporate different types of 

supervision?
• How to efficiently solve the problem for billions of inputs and 10,000s of patterns?



[Alayrac et al., CVPR 2016] 





23K tasks  ⦁ 1.3M videos  ⦁ 130M clip-caption pairs

[Miech, Zhukov, Alayrac, Tapaswi, Laptev and Sivic, ICCV 2019]
[Miech, Alayrac, Smaira, Laptev, Sivic, Zisserman, CVPR 2020]

Going WikiHow scale – the HowTo100M dataset



HowTo100M dataset

23K tasks  ⦁ 1.3M videos  ⦁ 130M clip-caption pairs

Going WikiHow scale



Learn joint text-video embedding

Discriminative loss on data Regularization

Given a set of inputs     and supervisory meta-data
learn embeddings            and by solving

xi , i =1,…,N

Supervision from available meta-data

s.t.    ." = 0()")

min!,' '"#$

%
ℓ(." , ! +" ) + Ω(!, 0)

!(+")
)"

0()")

[Gong et al., 2013; Mikolov et al., 2013; Weston et al., 2011; Frome et al., 2013]

Scientific challenges:
• What is the appropriate form of these mappings and the loss?
• How to learn the mappings from the weak and noisy supervision?



Learn joint text-video embeddings from instructional videos

!(+")

0()")

.
)"

+"





Results: Text-to-video retrieval



Results: Text-to-video retrieval

Fully 
supervised 
with manual 
annotations



Code, models, data and demo available online
https://www.di.ens.fr/willow/research/howto100m/
https://www.di.ens.fr/willow/research/mil-nce/

[Miech, Zhukov, Alayrac, Tapaswi, Laptev and Sivic, ICCV 2019]
[Miech, Alayrac, Smaira, Laptev, Sivic, Zisserman, CVPR 2020]

https://www.di.ens.fr/willow/research/howto100m/
https://www.di.ens.fr/willow/research/mil-nce/


1. Learning vocabulary of patterns from data

2. Generalization to new conditions and situations

3.  Reasoning about visual data

Scientific questions

84



Problem: Large image variation due to viewpoint, scale, 
illumination, occlusion, intra-class variation, …

How to generalize to new conditions and situations?

Different viewpoint, occlusion, intra-class variation, …  

85

min f , z (zi, f (xi ))i=1

N
∑ + Ω( f )

s.t. Az = y

What is the appropriate form of f(x)Scientific challenge: 

• to capture the image variation, and
• can be learnt from few training examples?

Different ways to perform the same action



Image representations based on convolutional 
neural networks (CNNs)

Multi-layer nested representation 

87

z = f n (... f 2 ( f 1(x))...)
Input image

“Layer” 1“Layer” 2“Layer” n

[Rosenblatt’57], [Hubel&Wiesel’59], [Fukushima’80], [Rumelhart’86], [LeCun et al.’89], [LeCun et 
al.’98], [Hinton&Salakhutdinov’06], [Krizhevsky’12], …

Output representation



Image representations based on convolutional 
neural networks (CNNs)

Multi-layer nested representation 

88

z = f n (... f 2 ( f 1(x))...)
Input image

“Layer” 1“Layer” 2“Layer” n

f (x) =σ (Wx + b)
where each layer has a form:

Learnable parameters

[Rosenblatt’57], [Hubel&Wiesel’59], [Fukushima’80], [Rumelhart’86], [LeCun et al.’89], [LeCun et 
al.’98], [Hinton&Salakhutdinov’06], [Krizhevsky’12], …

Output representation



Image representations based on convolutional 
neural networks (CNNs)

Multi-layer nested representation 

89

z = f n (... f 2 ( f 1(x))...)
Input image

“Layer” 1“Layer” 2“Layer” n

Output representation

Source: 
A. Shivkumar

[Rosenblatt’57], [Hubel&Wiesel’59], [Fukushima’80], [Rumelhart’86], [LeCun et al.’89], [LeCun et 
al.’98], [Hinton&Salakhutdinov’06], [Krizhevsky’12], …



Image representations based on convolutional 
neural networks (CNNs)

Multi-layer nested representation 

90

z = f n (... f 2 ( f 1(x))...)
Input image

“Layer” 1“Layer” 2“Layer” n

f (x) =σ (Wx + b)
where each layer has a form:

Learnable parameters

[Oquab et al. ’13, Oquab et al.‘14], 
See also: [Girshick et al.’14, Sermanet et al.’14, Zeiler&Fergus’13, Donahue et al.’13]

Output representation

The learnt CNN parameters are transferable across tasks.



Image representations based on convolutional 
neural networks (CNNs)

Multi-layer nested representation 

91

z = f n (... f 2 ( f 1(x))...)
Input image

“Layer” 1“Layer” 2“Layer” n

f (x) =σ (Wx + b)
where each layer has a form:

Learnable parameters

[Oquab et al. ’13, Oquab et al.‘14], 
See also: [Girshick et al.’14, Sermanet et al.’14, Zeiler&Fergus’13, Donahue et al.’13]

Output representation

But: good for 2D images. Video and 3D objects are still open.



Input:    3D point cloud
Output: 3D object segmentation

103
[Engelmann et al., CVPR 2020]



104
Gainza et al., 2020, Deciphering interaction fingerprints from protein molecular surfaces using geometric 
deep learning, Nature methods. 



Input image(s) Output 3D scene

Known 3D models

[Labbe, Carpentier, Aubry, Sivic, ECCV 2020]    Code: www.di.ens.fr/willow/research/cosypose/

Object 6D pose estimation



Towards learnable perception – planning – action

[Multi-view multi-object 6D pose estimation via robust scene consistency optimization
Y. Labbé, J. Carpentier, M. Aubry, J.Sivic, ECCV 2020]

Images by I. Kalevatykh



Video by I. Kalevatykh
Inria Paris CIIRC Prague

Generalization to different environments



6D pose estimation of articulated objects

[Single-view robot pose and joint angle estimation via render&compare
Y. Labbé, J. Carpentier, M. Aubry, J.Sivic,  2020].



1. Learning vocabulary of patterns from data

2. Generalization to new conditions and situations

3.  Reasoning about visual data

Scientific questions

114



What is reasoning about visual data?

115
[Hudson and Manning, CVPR 2019]
Visualreasoning.net



Recognizing relations between entities is hard

[Peyre, Laptev, Schmid, Sivic, ICCV 2017]

Weakly-supervised learning of visual relations

Julia Peyre1,2 Ivan Laptev1,2 Cordelia Schmid2,4 Josef Sivic1,2,3

Abstract

This paper introduces a novel approach for modeling vi-
sual relations between pairs of objects. We call relation a
triplet of the form (subject, predicate, object) where the
predicate is typically a preposition (eg. ’under’, ’in front
of’) or a verb (’hold’, ’ride’) that links a pair of objects
(subject, object). Learning such relations is challenging
as the objects have different spatial configurations and ap-
pearances depending on the relation in which they occur.
Another major challenge comes from the difficulty to get an-
notations, especially at box-level, for all possible triplets,
which makes both learning and evaluation difficult. The
contributions of this paper are threefold. First, we design
strong yet flexible visual features that encode the appear-
ance and spatial configuration for pairs of objects. Second,
we propose a weakly-supervised discriminative clustering
model to learn relations from image-level labels only. Third
we introduce a new challenging dataset of unusual relations
(UnRel) together with an exhaustive annotation, that en-
ables accurate evaluation of visual relation retrieval. We
show experimentally that our model results in state-of-the-
art results on the visual relationship dataset [31] signifi-
cantly improving performance on previously unseen rela-
tions (zero-shot learning), and confirm this observation on
our newly introduced UnRel dataset.

1. Introduction
While a great progress has been made on the detection

and localization of individual objects [40, 52], it is now time
to move one step forward towards understanding complete
scenes. For example, if we want to localize “a person sitting
on a chair under an umbrella”, we not only need to detect the
objects involved : “person”, “chair”, “umbrella”, but also
need to find the correspondence of the semantic relations
“sitting on” and “under” with the correct pairs of objects
in the image. Thus, an important challenge is automatic

1Département d’informatique de l’ENS, Ecole normale supérieure,
CNRS, PSL Research University, 75005 Paris, France.

2INRIA
3Czech Institute of Informatics, Robotics and Cybernetics at the Czech

Technical University in Prague.
4Univ. Grenoble Alpes, Inria, CNRS, Grenoble INP, LJK, 38000

Grenoble, France.

car under elephant person in cart

person ride dog person on top of traffic light

Figure 1: Examples of top retrieved pairs of boxes in UnRel
dataset for unusual queries (indicated below each image)
with our weakly-supervised model described in 3.2.

understanding of how entities in an image interact with each
other.

This task presents two main challenges. First, the ap-
pearance of objects can change significantly due to inter-
actions with other objects (person cycling, person driving).
This visual complexity can be tackled by learning “visual
phrases” [43] capturing the pair of objects in a relation as
one entity, as opposed to first detecting individual entities in
an image and then modeling their relations. This approach,
however, does not scale to the large number of relations
as the number of such visual phrases grows combinatori-
ally, requiring large amounts of training data. To address
this challenge, we need a method that can share knowledge
among similar relations. Intuitively, it seems possible to
generalize frequent relations to unseen triplets like those de-
picted in Figure 1 : for example having seen “person ride
horse” at training could help recognizing “person ride dog”
at test time.

The second main challenge comes from the difficulty to
provide exhaustive annotations on the object level for re-
lations that are by their nature non mutually-exclusive (i.e.
“on the left of” is also “next to”). A complete labeling of R
relations for all pairs of N objects in an image would indeed
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Detecting rare visual relations using analogies

Anonymous CVPR submission

Paper ID 351

Abstract

We seek to detect in images visual relations in the form
of triplets t = (subject, predicate, object), such as ‘per-
son riding dog’, where training examples of the individual
entities are available but their combinations are rare or
unseen at training. This is an important set-up due to the
combinatorial nature of visual relations where collecting
sufficient training data for all possible triplets would be very
hard. The contributions of this work are three-fold. First,
we learn a representation of visual relations that combines
(i) individual embeddings for subject, object and predicate
together with (ii) a visual phrase embedding that represents
the relation triplet. Second, we learn how to transfer visual
phrase embeddings from existing training triplets to unseen
test triplets using analogies between relations that involve
similar objects. Third, we demonstrate the benefits of our
approach on two challenging datasets involving rare and
unseen relations : on HICO-DET, our model reaches a sig-
nificant improvement over a strong baseline, and we confirm
this improvement on retrieval of unseen triplets on the UnRel
rare relation dataset.

1. Introduction
Understanding interactions between objects is one of the

fundamental problems in visual recognition. To retrieve im-
ages given a complex language query such as “a woman
sitting on top of a pile of books” we need to recognize indi-
vidual entities “woman” and “a pile of books” in the scene,
as well as understand what it means to “sit on top of some-
thing”. In this work we aim to recognize and localize in
images rare or unseen interactions, as shown in Figure 1,
where the individual entities (“person”, “dog”, “ride”) are
available at training, but not in this specific combination.
Such ability is important in practice given the combinato-
rial nature of visual relations where it is unlikely to obtain
sufficient training data for all possible relation triplets.

Existing methods [5, 18, 21] to detect visual relations in
the form of triplets t = (subject, predicate, object) typi-
cally learn generic detectors for each of the entities, i.e. a
separate detector is learnt for subject (e.g “person”), object

person ride horse person ride bikedog

person ride dog dog ride bike

Training

Test

Figure 1: Illustration of transfer by analogy with our model
described in 3.2. We transfer visual representations of rela-
tions seen in the training set such as “person ride horse” to
represent new unseen relations in the test set such as “person
ride dog”.

(e.g “horse”) and predicate (e.g “ride”). The outputs of the
individual detectors are then aggregated at test time. This
compositional approach can detect unseen triplets, where
subject, predicate and object are observed separately but not
in the specific combination. However, it often fails in prac-
tice [35, 24], due to the large variability in appearance of the
visual interaction that often heavily depends on the objects
involved; it is indeed difficult for a single “ride” detector
to capture visually different relations such as “person ride
horse” and “person ride bus”.

An alternative approach [6] is to treat the whole triplet as
a single entity, called a visual phrase, and learn a separate
detector for each of the visual phrases. For instance, separate
detectors would be learnt for relations “person ride horse”
and “person ride surfboard”. While this approach better
handles the large variability of visual relations, it requires
training data for each triplet, which is hard to obtain as visual

1

[Peyre, Laptev, Schmid, Sivic, ICCV 2019]



Neuro-symboling reasoning?

117
[Neuro-Symbolic Visual Reasoning: Disentangling “Visual” from “Reasoning”
Saeed Amizadeh, Hamid Palangi, Oleksandr Polozov, Yichen Huang, Kazuhito Koishida, ICML 2020.]

Differentiable first order logic
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Learn to “reason implicitly” (from lots of data)

[https://arxiv.org/pdf/2012.00451.pdf]
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Learn to “reason implicitly” (from lots of data)

[https://arxiv.org/pdf/2012.00451.pdf]



Relations are dynamic and in 3D

121

Input:
- a monocular RGB video

Output:
- Person & object 3D motion trajectories
- Contact positions and contact forces

[Li, Sedlar, Carpentier, Mansard, Laptev, Sivic, CVPR 2019, best paper finalist] 



(Objective function)

Estimation Stage

123

Problem formulation



Actions often modify states of object.

Also, e.g. open a door, fill a water bottle, cut bread,…
Can we learn the set of actions and object states from data?

Empty cup Fill Full cup

Relations can change objects

[Alayrac et al., ICCV 2017] 



Can we learn to reason and plan from data?

Discriminative loss on data Regularization

Given a set of inputs     and supervisory meta-data
learn embeddings            and by solving

xi , i =1,…,N

Supervision from available meta-data

s.t.    ." = 0()")

min!,' '"#$

%
ℓ(." , ! +" ) + Ω(!, 0)

!(+")
)"

0()")

[Gong et al., 2013; Mikolov et al., 2013; Weston et al., 2011; Frome et al., 2013]

Scientific challenges:
• How to incorporate the geometric and physical constraints on the latent space z?
• How to learn such constraints from data?



1. Learning vocabulary of patterns from data

2. Generalization to new conditions and situations

3. Reasoning about visual data

4. Plan and Act on the world. Learn from the interactions

Scientific questions

127



[K. Zoryna et al., 2021]



Towards intelligent perception for the real world

130

[Darpa robot challenge][Microsoft HoloLens]

Soon: We will see more applications in specific constrained set-ups.

Long-term: autonomous learning, reasoning and interaction.

Collaboration with other research domains: machine learning, robotics, 
natural language processing, speech understanding, control, ...



Thank you

132


